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Abstract

The fast expanding of social media fuels the spread-
ing of misinformation which disrupts people’s nor-
mal lives. It is urgent to achieve goals of misinfor-
mation identification and early detection in social
media. In dynamic and complicated social media
scenarios, some conventional methods mainly con-
centrate on feature engineering which fail to cover
potential features in new scenarios and have diffi-
culty in shaping elaborate high-level interactions
among significant features. Moreover, a recent
Recurrent Neural Network (RNN) based method
suffers from deficiencies that it is not qualified
for practical early detection of misinformation and
poses a bias to the latest input. In this paper, we
propose a novel method, Convolutional Approach
for Misinformation Identification (CAMI) based on
Convolutional Neural Network (CNN). CAMI can
flexibly extract key features scattered among an
input sequence and shape high-level interactions
among significant features, which help effectively
identify misinformation and achieve practical early
detection. Experiment results on two large-scale
datasets validate the effectiveness of CAMI model
on both misinformation identification and early de-
tection tasks.

1 Introduction

Nowadays, the increasingly easy access and extensive ap-
plication of social media provide fertile breeding ground
for misinformation dissemination, which will mislead pub-
lic opinion, impact political election' and further pose huge
threat to public security and social stability. Moreover, a fea-
sible solution to prevent the spread of misinformation is early
detection of misinformation and launch of directed and ef-
fective counter campaigns [Kumar and Geethakumari, 2014].
Therefore, it is more and more urgent to identify misinforma-
tion from a massive of social media information and detect
misinformation as early as possible.

"http://www.npr.org/2016/11/08/500686320/did-social-media-
ruin-election-2016

Conventional misinformation identification models lever-
age handcrafted features from user credibility and microblog
post2 content at post level [Castillo et al., 2011; Qazvinian
et al., 2011; Gupta et al., 2013], at event® level [Kwon et
al., 2013; Ma et al., 2015; Zhao et al., 2015] or aggregating
from post level to event level [Jin et al., 2014]. Some other
works adopt more effective handcrafted features, such as con-
flict viewpoints [Jin ef al., 2016], temporal properties [Kwon
et al., 2013; Ma er al., 2015], users’ replies [Giudice, 2010;
Rieh et al., 2014] and signals tweets containing skepticism
[Zhao et al., 2015]. However, handcrafted features may not
cover potential features in dynamic and complicated social
media scenarios. What’s more, a rough mergence of differ-
ent handcrafted features cannot shape high-level interactions
among significant features. Last, these feature engineering
methods is labor-intensive for so much designs.

In order to mine key features in dynamic and complicated
social media sceneries, deep neural network is a good choice.
Without any handcrafted features, a 2-layer Gated Recurrent
Unit model (termed GRU-2) is adopted for misinformation
identification [Ma et al., 2016]. GRU-2 treats text content of
microblog posts in an event as a variable-length time series,
which can capture the dynamic temporal signals characteris-
tic during the diffusion process. But GRU-2 has the following
limitations. First, GRU-2 is not qualified for practical early
detection tasks with limited input sequence of misinforma-
tion. The limited input sequence may not be long enough to
embody the dynamic temporal sequential signals, so GRU-
2 will not capture the dynamic temporal signals characteristic
in some cases. Second, a trained RNN model possesses a con-
stant recurrent transition matrix and induces unchangeable
propagations of sequence signals between every two consecu-
tive inputs, which is inadequate for dynamic and complicated
scenarios. Third, the above GRU-2 model has a bias towards
the latest elements of input sequence [Mikolov et al., 2011].
But key features do not necessarily appear at the rear part of
an input sequence.

As mentioned above, feature engineering based methods
fail to shape elaborate high-level interactions among signif-
icant features to model real-world social media scenarios,
while CNN can not only automatically extract local-global

2A post refers to a tweet or a posting on microblog websites.
3 An event includes many microblog posts relevant to the event.



significant features from an input instance but reveal those
high-level interactions. Moreover, RNN based methods are
not qualified for the task of early detection. Besides these
methods involve a bias towards the latest input elements and
attempt to obtain unchangeably propagating sequential char-
acteristics, while the convolutional architecture and k-max
pooling operation in CNN can flexibly extract key features
scattered among one input sequence.

On the other hand, CNN based approaches to speech recog-
nition [Abdel-Hamid er al., 2012], semantic analysis [Kalch-
brenner et al., 2014], click-through rate prediction [Liu et al.,
2015], semantic segmentation [Zhao et al., 2016] and rein-
forcement learning tasks [Tamar et al., 2016] have achieved
much improvement in respective fields.

We propose a CAMI model for misinformation identifica-
tion and early detection tasks. First, we investigated the data
distribution in adopted datasets (detailed in Section 3) and ob-
serve the long-tailed distribution of misinformation and truth
information. Then, we put forward a proper method to split
every event into several phases based on the above observa-
tion. Subsequently, all events are split into several groups of
microblog posts. And representation of each group is learnt
though paragraph vector [Le and Mikolov, 2014]. So an input
sequence of CAMI is composed by groups of an event. CAMI
cannot only automatically extract local-global significant fea-
tures from an input instance, reveal those high-level interac-
tions but flexibly extract key features scattered among one
input sequence. Finally, we obtain some observations from
visualization experiments of the CAMI model, which con-
tribute to better understand human behaviors in cyberspace
and more exactly shape real-world social media scenarios.

The main contributions of this work are as follows:

e We use an unsupervised method, paragraph vector, to
learn representation of input microblog posts and a su-
pervised method, CNN, to automatically obtain key fea-
tures of both misinformation and truth information.

e We visualize what the proposed model has captured,
which will help us comprehend the inherent properties
possessed by information on social media.

e Experiments conducted on two real-world datasets show
that CAMI is much more effective and clearly outper-
forms the state-of-the-art methods in both misinforma-
tion identification and early detection tasks.

2 Related Work

In this section, we review some related works on misinfor-
mation identification, early detection and convolutional neu-
ral network.

2.1 Misinformation Identification and Early
Detection

Recently, many methods have been put forward for mis-
information automatic identification on wiki websites [Ku-
mar et al., 2016] and social media. Some works treat a mi-
croblog post [Castillo et al., 2011; Qazvinian et al., 2011]
or an image [Gupta et al., 2013] as object to be identi-
fied. Some identify whether an event belongs to misinfor-
mation or truth information and extract handcrafted features
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Figure 1: The long-tailed distribution of both misinformation
and truth information in the Weibo dataset in a semi logarith-
mic coordinate.

from the event level [Kwon et al., 2013; Ma et al., 2015;
Zhao et al., 2015]. Another work obtain credibility of a mi-
croblog post and then aggregate credibility to the event level
[Jin et al., 2014]. Moreover, some other works extract more
effective handcrafted features, including conflict viewpoints
[Jin et al., 20161, temporal properties [Kwon et al., 2013;
Ma et al., 2015], users’ replies [Giudice, 2010; Rieh ef al.,
2014] and signals tweets containing skepticism [Zhao et al.,
2015]. All above feature engineering based methods fail to
cover potential features in dynamic and complicated social
media scenarios and shape elaborate high-level interactions
among significant features. For the sake of overcome these
deficiencies, a RNN based model attempt to capture the dy-
namic temporal signals in the misinformation diffusion pro-
cess and incrementally learn both the temporal and textual
representations of an event not relying on any handcrafted
features [Ma et al., 2016].

2.2 Convolutional Neural Network

CNN is made up of stacked convolutional and pooling
layers, the architectures of which help model significant se-
mantic features and achieve much improvement in respec-
tive fields. For instance, CNN has been successfully applied
in speech recognition [Abdel-Hamid et al., 2012], sentence
semantic analysis [Kalchbrenner et al., 2014], click-through
rate prediction [Liu er al., 2015], image semantic segmen-
tation [Zhao et al., 2016] and reinforcement learning tasks
[Tamar et al., 2016]. CNN is usually trained through stochas-
tic gradient descent (SGD), with backpropagation to compute
gradients.

3 Dataset Analysis

We evaluate models on two large microblog datasets:
Weibo and Twitter dataset, which is developed and used by
[Castillo et al., 2011; Kwon et al., 2013; Ma et al., 2016].
The numbers of events respectively belonging to misinfor-
mation and truth information are 498 and 494 in the Twitter
dataset and 2,313 and 2,351 in the Weibo dataset.

We investigated the data distribution of misinformation and
truth information in datasets. Take Weibo dataset as an ex-
ample, the data distribution is illustrated in Figure 1. Each



point represents percentage of microblog posts during a time
window of 0.1 hours at the corresponding time point. The
long-tailed distribution of both misinformation and truth in-
formation can be shown even in the semi logarithmic coordi-
nate (otherwise the curves almost coincide with the general
coordinates).

4 Proposed CAMI Model

In this section, we introduce the proposed CAMI model.
We first present the problem definition. Then we detail the
proposed model.

4.1 Problem Definition

Given a set of events, each event comprises a sequence of
correlative microblog posts and each microblog post is asso-
ciated with a timestamp. The task here is to identify whether
an event is misinformation or not at the event-level, namely,
detect whether an event is misinformation or not by analyzing
a sequence of correlative microblog posts of the event.

4.2 Proposed Model

As illustrated in Figure 2, we will introduce the framework
of proposed CAMI model. From the bottom up, there are
roughly three mini modules as follows.

Misinformation may also be described in a truth-telling
way, so it is difficult to identify misinformation merely from
one specific microblog post. Relatively it is reasonable to de-
tect misinformation from a sequence of correlative microblog
posts of an event. Inherent properties of misinformation and
truth information play a pivotal role in misinformation iden-
tification. To model these properties for an event, we need to
handle all microblog posts of the event as a whole.

Splitting all correlative microblog posts of an event into
several groups. We intend to group all correlative microblog
posts of an event into a sequence of time windows and extract
overall features through modeling microblog post groups.

Why split into several groups? First, an event generally
consists of thousands of correlative microblog posts on aver-
age and there is huge difference in quantity of events. More-
over, microblog posts during some specific time windows are
so relevant that we can treat these neighbor microblog posts
as a group which represents a specific event phase.

How to split? There are two things should be taken into
consideration. First, all events need to be split in a unified
way so that extracted distinguishing features make sense. For
instance, truth information tends to be posted or reposted at
the beginning and vanish very fast, while misinformation usu-
ally draws comparatively sustained attention at the middle
phase. So quantities of microblog posts of different infor-
mation at the same time window may be different. We should
compare the number of microblog posts during the same time
window and the obtained diversity can make sense. Second,
we make sure to keep a phase of an event unbroken as possi-
ble, i.e., those most relevant microblog posts are within one
group representing the phase of an event.

Considering the long-tailed distribution of the adopted
datasets, equal time intervals adopted by [Ma er al., 2016]
may result in groups with unbalanced number of microblog
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Figure 2: The framework of CAMI. From the bottom up: split
raw content into chronological groups based on the distribu-
tion; learn paragraph vectors for all groups; extract features
from low level to high level with CNN.

posts, which is not a good strategy to learn appropriate rep-
resentations for phases of an event. We’d better slice chrono-
logical microblog posts of all events into groups with equal
amount. To be specific, we collect timestamps of all correl-
ative microblog posts and subtract the starting timestamp of
the corresponding event from all timestamps for every event.
Then these timestamps are normalized to 0-1 scale. Finally
the whole set of timestamps is equally split into 20 shares in
chronological order and each time window is formulated as

Ti:[ti717ti)77;:1727"'720, (1)

where ¢; is a end point of the i-th share. Note that there may
be groups of some time windows in some events without any
microblog posts.

Learning representation for each group via paragraph
vector. We treat microblog posts of one time window as an
event phase and model overall features of the event with a
sequence of phases. For convenience, paragraph vector [Le
and Mikolov, 2014] is employed here. And an event phase of
a group of microblog posts within a time window can be seen
as a paragraph to learn the paragraph representation g,

N—k

1
arg max — log p (Wn|Wn—k, - Wnyr) , (2)
gmax nz::k (W] +k)



The prediction is made via softmax,

exp(6” x,)
Wn|Wn—k,  *Wp = 7 3
P (Wn|Wn_k +k) S exp(®7x) (©)
Xp = h(gj,ank;,"' 7Wn+k;D7W) ) (4)

Given a paragraph of N words, a word is represented by a
column vector w,, in W and the paragraph is represented by a
column vector g; in D. Moreover @ is the softmax parameter
and h is a concatenation or average operation. Context words
and paragraph memory are leveraged to predict the current
word.

In addition those groups without any microblog posts are
represented by zero vectors. It is worthwhile to point out that
input of the proposed model has a fix size of 20 and paragraph
vectors of the input layer of CAMI will not be updated in
following training process.

Modeling high-level interactions by CNN. A commonly
used architecture of CNN comprises convolutional layers, k-
max pooling layers and a fully connected layer.

For an input event instance e; with n phases, each phase
is embedded as g; € R% and we can get the instance matrix
G € R¥™_ 1In the convolutional network, a convolutional
layer is obtained by convolution operations of a weight matrix
C € R%*“ on the activation matrix at the layer below in a
row-wise way. Followed by a nonlinearity function applied
to the convolution result, an element of a feature map can be
obtained as:

fli] = tanh ((G[:, i : i +w —1],C) ) , ®)

where G[:, i : i +w — 1] is the i to (¢ + w — 1)-th columns
of G and the subscript I is the Frobenius inner product, i.e.,
the summation of products of corresponding elements of both
matrices. At last, we take k-max pooling over the feature map
f to capture the most significant features f¥ . i.e., k largest
values of the feature map in response to the specific kernel
f and the order of the values in f¥ _ stays the same as their
original order in f.

Moreover, the above convolutional and pooling operations
can be repeated to yield deeper layers. Finally, there is a fully
connected layer and the ultimate output p., is obtained via
softmax. Where p,, is the probability predicting whether the
event e; belongs to misinformation.

S Experiments

In this section, we first present compared methods and set-
tings used in our proposed method. Then we report exper-
iment results of misinformation identification and early de-
tection on the datasets comparing above methods. To further
demonstrate effectiveness of our model, we conduct some vi-
sualization experiments which help apparently illustrate what
the proposed model has learnt.

5.1 Experiment Settings

To empirically evaluate the performance of our method
on misinformation identification, we perform experiments on
two large microblog datasets. Several methods are used for
empirical comparison with ours:

(1) GRU-2 is equipped with two GRU hidden layers and
an embedding layer following the input layer. The enhanced
GRU hidden layer conduce to obtain high-level interactions
of features [Ma et al., 2016].

(2) SVM-TS is a linear SVM classifier that uses time-
series structures to model the variation of social context fea-
tures and these handcrafted features are extracted based on
contents, users and propagation patterns [Ma et al., 2015].

(3) DT-Rank is a decision-tree-based ranking model to
identify trending rumors through ranking the clustered dis-
puted factual claims based on statistical features [Zhao er al.,
2015]. DTC is a Decision Tree Classifier modeling informa-
tion credibility [Castillo ef al., 2011].

(4) SVM-RBF is a SVM-based model with the RBF ker-
nel [Yang et al., 2012].

(5) RFC is a Random Forest Classifier with three param-
eters to fit the temporal tweets volume curve [Kwon ef al.,
2013].

In all experiments, we randomly choose 10% of dataset for
model tuning and the rest 90% are randomly assigned in a
3:1 ratio for training and test. Similar to [Ma et al., 2016],
we adopt accuracy, precision, recall and F-measure as the
evaluation metrics to measure the performance of misinfor-
mation identification. For the proposed CAMI, we apply a
CNN architecture with two layers in this work, which is im-
plemented with Theano*. The parameters of CAMI are set as
d = 72,m = [6,4],w = [7,5] for the Weibo dataset, and
d = 56,m = [6,4], w = [7, 5] for Twitter dataset (m, w are
the numbers of feature maps and filter width of two layers).

5.2 Results of Misinformation Identification

Performance results of all methods are illustrated in Ta-
ble 1, from which we can see that the performance rank-
ing of misinformation identification methods is as follows,
CAMI, GRU-2, SVM-TS, RFC, DTC, SVM-RBF and DT-
Rank. Compared with deep neuron network (DNN) based
methods, the performance of other methods is relatively poor.
These methods using handcrafted features or rules may not
adapt to shape dynamic and complicated scenarios in social
media. In contrast, DNN based methods, either CAMI or
GRU-2, can learn high-level interactions among deep latent
features, which make the models closer to real-world scenar-
ios.

Examining those conventional methods. DT-Rank uses
a set of regular expressions selected from signal microblog
posts containing skeptical enquiries. But not many microblog
posts in both Twitter and Weibo dataset involve these skepti-
cal enquiries and limited selected expressions are not enough
to conclude the information credibility. Moreover, SVM-
TS and RFC incorporate the temporal structure into conven-
tional models, which helps outperform other compared meth-
ods like SVM-RBF and DTC. So we can see that modeling
these temporal features is workable and effective.

With regard to DNN based methods, the proposed CAMI
model obtain significant improvement comparing GRU-2.
Despite the fact that both models learn deep latent features
from a sequence of groups of microblog posts, a trained GRU

*http://deeplearning.net/software/theano/



Table 1: Misinformation identification (M: Misinformation; T: Truth Information)

Method Class Weibo Twitter
"7 Accuracy Precision Recall Fi Accuracy  Precision Recall 2
M 0738 0715 0726 0711 0698 0.704
DT-Rank 0.732 0726 0749 0737 0.681 0647 0662 0655
M 0822 0812 0817 0698 0809 0749
SVM-RBF 1 0.818 0815 0824 0819 0.715 0741 0610  0.669
M 0847 0815 0831 0721 0711 0716
DTC T 0.831 0815 0847 0830 0.718 0715 0725 0720
M 0786 0959  0.864 0742 0737 0740
RFC T 0.849 0947 0739 0830 0.728 0713 0718 0716
M 0839 0885 086l 0707  0.864 0778
SVM-TS 0.857 0878 0830 0857 0.745 0809 0618 0701
M 0876 0956 0914 0732 0815 0771
GRU-2 T 0.910 0952 0864 0906 0.757 0788 0698 0.771
M 0921 0945 0.933 0744 0848 0.793
CAMI T 0.933 0945 0921  0.932 0.777 0.820 0705 0758

1 —&—cami - & -GRU + SVM-TS

model possesses a constant recurrent transition matrix, which
induces unchangeable propagations of sequence signals be-
tween every two consecutive time windows. However, in
real-world scenarios, social media is so much dynamic and
complicated that the above constant recurrent transition ma-
trix of GRU-2 model has its limitation to shape an adequate
misinformation identification model. Furthermore, as same
as the conventional RNN, the above GRU-2 model has a bias
towards the latest elements that it takes as input [Mikolov et
al., 2011]. While key features of both misinformation and
truth information do not necessarily appear at rear part of
one input sequence, which can be further demonstrated in the
following visualization experiment (detailed in Section 5.4).
The convolutional architecture and k-max pooling operation
in the proposed CAMI model, by contrast, can flexibly ex-
tract key features scattered among one input sequence, which
will also be demonstrated by the following visualization ex-
periment.

5.3 Early Detection of Misinformation

In order to evaluate performance of early detection of com-
pared methods, we set a series of detection deadlines and only
use microblog posts from the initial broadcast to correspond-
ing deadlines during the test process.

Several methods are selected for comparison: GRU-2 and
SVM-TS are state-of-the-art methods and DT-Rank is spe-
cially designed for early detection of misinformation. More-
over, conventional early detection tasks count on official an-
nouncements. So we take as a reference the average report-
ing time over misinformation, which is announced by the de-
bunking services like Snopes and Sina community manage-
ment center.

Performance of the proposed CAMI model versus above
methods with various deadlines are illustrated in Figure 3.
The proposed CAMI model can reach relatively high accu-
racy at a very early time while other methods will take longer
time to perform well enough. Furthermore, accuracy of the
proposed CAMI model takes a commanding leading at any
phase. Only in this way can the proposed CAMI model shot
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Figure 3: Early detection of Misinformation

misinformation at first appearance and achieve more practical
early detection.

Accuracy of most methods will experience a conspicuous
climbing during the first few hours and then rise with differ-
ent growth rate, convergence rate and convergence accuracy.
For instance, accuracy curves of DT-Rank and SVM-TS both
climb slowly at early phase and gradually converge to rel-
atively low accuracy. Moreover, their accuracy curves still
fluctuate after the official report time. While accuracy curve
of GRU-2 climb rapidly at early phase and converge to much
higher accuracy on a much earlier deadline than those of DT-
Rank and SVM-TS as well as the mean official report time.

Most state-of-the-art methods for early detection, such as
GRU-2 and SVM-TS, usually follow the intuitive paradigm to



model time series features in sequences of microblog posts.
But these time series based models are not qualified for prac-
tical early detection task due to the conflict between the mod-
els and the task. Take GRU-2 as an example. On the one
hand, the input sequence should be long enough to embody
these possibly existing dynamic temporal signals to be cap-
tured by GRU-2 [Ma et al., 2016]. On the other hand, the
practical early detection means limited input sequence can be
used. The limited input sequence may not cover required dy-
namic temporal signals. So GRU-2 may not work for early
detection of misinformation in some cases. Nonetheless con-
volutional and max pooling operations of proposed CAMI
model can flexibly extract key features even from a limited
input sequence, which make the proposed CAMI model more
effectively applied to early detection of misinformation.

5.4 Visualizing the CAMI Model

The visualization experiments of the CAMI model attempt
to demonstrate the following two things. First, key features
scatter among one input sequence but not focus on a fix part.
Second, the CAMI can flexibly extract these scattered key
features.

Visualizing convolutional kernels. We obtain all convo-
lutional kernels from the first convolutional layer of a learnt
CAMI model. With regard to a kernel matrix W € RI*«
corresponding to a specific feature map, we sum all the rows
into a row vector v; € R“. Suppose there are m feature
maps, we can stack these row vectors, vy, Vs, ..., Vyy, into a
visualization matrix V- € R™*“ and then plot it in a checker-
board which is illustrated in Figure 4. Taking the adopted
one-dimension convolution into consideration, each row in
the visualization figure illustrate general response of a corre-
sponding kernel with respect to the input sequence.

From Figure 4, we can see that the forepart of input usually
obtains relatively stronger response than the rear part. Af-
ter all, main description of misinformation and most relative
replies may locate at the forepart. So GRU-2 model may not
make the best of key features with a bias towards the latest
elements of input. In addition, some kernels respond strongly
at middle and rear part, such as ones in the third and fourth
rows, which shows that the proposed CAMI model can flexi-
bly extract key features scattered among one input sequence.

Visualizing saliency maps. Inspired by awesome visu-
alizing work in computer vision [Simonyan et al., 2013;
Vondrick er al., 2013], we visualize key features grabbed by
the CAMI model. In a feedback pass during test process, we
compute the gradient of one class label value with respect to
the input embedding matrix. More concretely, for a test in-
stance, we perform a feedforward pass and obtain the output
value and corresponding class label. Then we treat the class
label value as loss and implement back propagation algorithm
to acquire the gradient matrix of the class label value with re-
spect to the input embedding matrix. Finally we can get the
most salient part of the input instance from the gradient ma-
trix.

Table 2 demonstrates extracted salient parts of an identified
misinformation about “Donald Trump Said Republicans Are
the Dumbest Group of Voters”, in which many questioning
and denial signals can be observed in corresponding groups

K6

Forepart /:ConvolutlonKernels' Rear part

Figure 4: Visualization of convolutional kernels from the first
convolutional layer (better viewed in color and rows). Each
row represents a convolution kernel of size 7 and there are
kernels (termed K1, K2, - - -, K6) from 6 feature maps. Col-
ors varying from bright blue (dashed line box) to bright red
(black box) map values from low to high, representing re-
sponse intensity of kernels with respect to input.

Table 2: Extracted salient microblog posts

what??7?7
IS IT TRUE?
probably faked
I doubt the Trump2016 folks do

untrue...
False, darn it.
Didn’t think so...
it pays to fact check

time window #1

time window #2

this is false
Fake. False. Deceitful.
but no proof exists that he said this...
Just another graphic created by a pundit

time window #6

of microblog posts. Such groups with indicating signals could
be flexibly grabbed by the proposed CAMI.

6 Conclusion

In this paper, we have proposed a novel CAMI model for
both misinformation identification and early detection tasks.
Extensive experiments on two large real-world social me-
dia datasets have demonstrated the effectiveness of the pro-
posed CAMI model than both conventional feature engineer-
ing based methods and a RNN based method. We also illus-
trate inherent properties of information in social media and
visualize what the proposed model can captured, which will
help comprehend human behaviors in cyberspace to shape
more exact real-world social media scenarios. Then we can
better accomplish the task of misinformation identification
and early detection.
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