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Abstract. Point-of-interest (POI) prediction is a key task in location-
based social networks. It captures the user preference to predict POIs.
Recent studies demonstrate that spatial influence is significant for predic-
tion. The distance can be converted to a weight reflecting the relevance of
two POIs or can be utilized to find nearby locations. However, previous
studies almost ignore the correlation between user and distance. When
people choose the next POI, they will consider the distance at the same
time. Besides, spatial influence varies greatly for different users. In this
work, we propose a Distance-to-Preference (Distance2Pre) network for
the next POI prediction. We first acquire the user’s sequential preference
by modeling check-in sequences. Then, we propose to acquire the spa-
tial preference by modeling distances between successive POIs. This is
a personalized process and can capture the relationship in user-distance
interactions. Moreover, we propose two preference encoders which are
a linear fusion and a non-linear fusion. Such encoders explore different
ways to fuse the above two preferences. Experiments on two real-world
datasets show the superiority of our proposed network.
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1 Introduction

Point-of-interest (POI) prediction is one of the most important tasks in location-
based social networks (LBSNs). With rich check-ins and contextual information,
physical movements of users can be predicted, which is beneficial to explore
POIs for users, launch advertisements, and so on. In this work, we focus on
successive POI prediction by modeling check-in sequences and incorporating
spatial influence in a personalized way.

Spatial influence has been considered in lots of works and mostly modeled
by computing the distance between two POIs. The distance can be computed
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as a weight to reflect the relevance of two POIs [5, 11]. Usually, the smaller the
distance, the stronger the relevance. Besides, people can apply the distance to
find nearby locations. Neighbors around a visited POI can be considered as neg-
ative samples for BPR optimization criterion [1], used to construct a hierarchical
preference [20], and so on. People can also divide multiple locations close to each
other into the same region [4]. Furthermore, recent works try to acquire spatial
influence between POIs in other formats. Wang et al. [17] apply three factors
to model spatial influence: geo-influence, geo-susceptibility, and distance. Geo-
influence acquires a POI’s ability to spread its spatial influence to other POIs.
Geo-susceptibility captures how a POI is spatially influenced by others.

Although the aforementioned studies achieve successful results, they stil-
l have a critical limitation. These modelings of spatial influence are conducted
within POIs and do not consider the relationship with users. They capture the
sequential preference by modeling user-poi check-in sequences, but people have
preferences for distances. For example, if a user wants some spicy food in a
restaurant, how far would he want to go? It is likely that there will be several
restaurants which all satisfy the user interest at different distances. Under such a
situation, it is beneficial to predict user’s preference for the distance that a user
would take at next time. Previous works almost ignore the user’s personalized
choice of distance, while we propose to model the spatial preference.

In this paper, we propose a Distance-to-Preference (Distance2Pre) network
to predict the next POI. First, we apply the recurrent neural network to mod-
el check-in sequences and construct the sequential preference. Then, based on
distances of successive POIs, spatial preference can be computed to indicate the
probabilities of different distances for the next time. This preference can explore
the relationship between user and distance. Then, we devise different preference
encoders, which can explore the influence of different combinations of the two
preferences on the performance of POI prediction. Specifically, we propose a lin-
ear fusion and a non-linear fusion. Next, a pair-wise ranking framework is used
to optimize the two preferences. The contributions are as follows:

– We first introduce and compute the personalized spatial preference, which
can effectively capture the relationship between the user and spatial distance.

– We propose a linear way and a non-linear way as preference encoders to
combine sequential preference with spatial preference.

– Experiments on two real-world datasets reveal that our network is effective
and outperforms the state-of-the-art methods.

2 Related Work

In this section, we briefly review the POI prediction, including modeling succes-
sive POIs and incorporating spatial influence.

We can arrange a user’s successive POIs into a check-in sequence and it is
important to model the sequential pattern. Many studies apply the Markov chain
to predict POIs. Cheng et al. [1] recommend POIs based on first-order Markov
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Fig. 1. A user’s POIs in Singapore and the framework of our Distance2Pre network. At
t-th time, the input is a POI vector xt

p and a distance vector dt
p. The hidden state ht

is used to compute the spatial preference st for next time. User’s sequential preference
and spatial preference are fused by our preference encoders.

chain. Recently, the neural network is also investigated to model sequences. The
work [14] applies the word2vec to model context of locations.

Liu et al. [12, 13] employs recurrent neural network (RNN) to model POIs
by using different contexts. RNN can model the recent check-ins. Because of the
gradient vanishing and exploding problem, gated activation function like gated
recurrent unit (GRU) [2] and long short-term memory (LSTM) [8] are developed
to better capture the long-term dependency.

The spatial influence has been proven to be a significant factor in POI pre-
diction. Firstly, some works convert the distance to a weight. Feng et al. [5]
incorporate the spatial influence by using the weight of distance. The smaller
the distance between the last POI and a POI, the more likely this POI to be
recommended. Li et al. [11] build a Rank-GeoFM model to capture the user pref-
erence as well as spatial influence score, but the distance is still used as a weight
between a POI and its neighbors. Secondly, people apply distance to find neigh-
bors for a visited POI. The study [4] builds a binary tree by distances. Nearby
POIs are clustered into the same region in this POI2Vec model because they
are highly relevant. Zhao et al. apply the POIs that are nearby and far away to
construct a hierarchical pairwise preference relation [20]. Thirdly, some studies
other spatial information in addition to distance. Wang et al. [17] model a POI’s
ability to spread its visited users to other POIs (geo-influence) and receive users
from other POIs (geo-susceptibility). However, spatial influence mostly works
between POIs now and no work has studied the user’s spatial preference.

3 The Distance2Pre Network

In this section, we begin with the problem formulation of the next POI predic-
tion, then introduce the proposed Distance-to-Preference (Distance2Pre) net-
work. In detail, we model the check-in sequence to obtain sequential preference
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and model the distance sequence to capture spatial preference for each user.
Then, we fuse sequential and spatial preferences linearly and non-linearly.

3.1 Problem Formulation

Let U and I be the sets of users and POIs respectively. Use Iu = (I1u, ..., I
|Iu|
u )

to represent the check-ins of user u in the time order. Given each user’s check-ins
Iu, the latitude and longitude of each POI, our goal is to generate a list of POIs
for u at next time.

3.2 Sequential Preference

In this part, we model user-POI sequences and capture the sequential preference.
Previous work has indicated that the sequential pattern is important for POI
prediction [5].

Instead of using traditional Markov chain, we apply RNN to model each
user’s check-ins Iu.

ht = f
(
Uxtp,Wht−1, b

)
, ht ∈ Rd, (1)

where ht is the hidden state, U ,W are transition matrices and b is the bias. A
vector xtp ∈ Rd is used to represent the POI at the t-th time, where the subscript
p indicates this POI is in Iu. Function f(·) is non-linear, and we choose the gated
recurrent unit (GRU) in order to better capture the long-term dependency [2].

zt = σ
(
U1x

t
p +W 1h

t−1 + b1
)

rt = σ
(
U2x

t
p +W 2h

t−1 + b2
)

h̃t = tanh
(
U3x

t
p +W 3

(
rt � ht−1

)
+ b3

)
ht =

(
1− zt

)
� ht−1 + zt � h̃t

(2)

where U1∼3,W 1∼3 ∈ Rd×d and b1∼3 ∈ Rd. GRU has an update gate zt and a
reset gate rt to control the flow of information. h̃t is the candidate state.

In our network, we consider h and x as latent vectors for a user and a POI
respectively. Inspired by matrix factorization, a user’s preference for a POI by
considering sequential preference is denoted as

x̂tup =
(
ht
)T
xt+1
p (3)

where ht is used as the current user latent vector when modeling Iu. The pref-
erence x̂tup is an inner product between ht and the next POI vector xt+1

p .

3.3 Spatial Preference

We acquire the spatial preference from user-distance sequences. Previous works
show that spatial influence is helpful, but it is usually modeled only among
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POIs [1, 4, 5, 11, 17, 20]. We go a step further and build the relationship between
users and distances. In previous studies, we find that people define a return
time prediction problem and propose to apply survival analysis [3, 9, 10]. These
works model time gaps from a user’s visiting sequence to predict when a user
will return to the service. However, they usually predict a certain time value as
a single regression task which does not help to recommend items. Inspired by
these works but different from them, we model a user’s spatial preference for a
wide range of distances and promote the task of recommending POIs.

To model the spatial preference, we map each distance value to an interval.
Firstly, all distances between two successive POIs in each Iu are computed. We
define two values δd and MD to represent the minimum interval and maximum
interval. Then, we have a vector [0, δd, 2δd, ...,MD] to indicate all intervals. Each
distance is converted to an interval. If a distance is bigger than MD, it is also
represented by MD. Then, the modeling of distance is converted to the modeling
of interval. Just like each POI has a vector x, we define a latent vector d ∈ Rd
for each interval d, and this operation forms a latent matrix D ∈ R(MD+1)×d for
all intervals [0, δd, 2δd, ...,MD]. The non-bold d is a value, while the bold d is a
vector. Given Iu for each user, we will have a sequence of intervals

[
d1p, d

2
p, ...

]
and a sequence of vectors

[
d1p,d

2
p, ...

]
. Next, we update the computation of ht.

ht = f
(
U
[
xtp;d

t
p

]
,Wht−1, b

)
, ht ∈ Rd, (4)

where U ∈ Rd×2d, dtp is concatenated with xtp.
At each time, we calculate spatial preference of all intervals for next time.

st = SoftReLU
(
V sh

t + bs
)

=
[
st(0), st(δd), st(2δd), ..., st(MD)

] (5)

where each value in st is the spatial preference for a certain interval. Accordingly,
the spatial preference for next ground truth interval is st

(
dt+1
p

)
, where the value

dt+1
p is the distance interval between xtp and xt+1

p .

3.4 Preference Encoders

As we have two preferences, we need to encode them together and we propose a
linear way and a non-linear way. Our network considers not only which POIs a
user would like at next time, but also how far he wants to go.

By introducing a weight wd, the sequential preference and spatial preference
can be combined together linearly.

x̂tup =
(
ht
)T
xt+1
p + wds

t
(
dt+1
p

)
(6)

However, linear fusion is natural. It is worth exploring non-linearity to inves-
tigate correlations between two preferences. Inspired from the attention mecha-
nism, our innovative strategy is

x̂tup = vTa tanh
(
ra
(
ht
)T
xt+1
p + eas

t
(
dt+1
p

))
(7)
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Fig. 2. Illustration of positive and negative POIs and distances from t-th time to (t+1)-
th time. The xt+1

p ∈ Iu is positive. The negative POI xt+1
p /∈ Iu is randomly chosen.

The negative distance (interval) dt+1
q is computed between xt

p and xt+1
q .

where va, ra, ea ∈ Rd×d are weight vectors. The attention mechanism enables a
model to concentrate on critical parts and it has been widely in many tasks and
fields, such as image classification [15], next item recommendation [18], and so
on. However, previous works using attention usually assign an appropriate weight
for each factor to tell its importance. Therefore, the attention previously models
one-to-many problems. In our work, we change the attention to capture one-to-
one relationship and replace two commonly used weight matrices in attention
with two weight vectors ra, ea. By innovatively using the attention, we create a
non-linear combination Eq. (7) to encode two preferences.

3.5 Training Framework

In this subsection, we apply the widely-used pair-wise Bayesian Personalized
Ranking (BPR) [1, 5, 16] to train the model.

ltbpr = − lnσ
(
x̂tup − x̂tuq

)
(8)

where x̂tup and x̂tuq are positive and negative preferences. At each time, a negative
POI xq /∈ Iu is randomly chosen from I. Illustrated in Figure (2), the negative
distance dt+1

q is calculated between xtp and xt+1
q . Finally, the loss function is

Θ∗ =
Θ

argmin
∑
u

t=|Iu|∑
t=1

ltbpr +
λΘ
2
‖Θ‖2 (9)

where Θ denotes a set of parameters Θ = {X,D,U ,W , b,Vs, bs, wd,va, ra, ea},
where X,D are sets of all POI vectors and all distance vectors respectively.
Stochastic gradient descent (SGD) is used to learn the parameters.

4 Experiments

4.1 Experimental Settings

Datasets. We apply two widely-used datasets called Foursquare and Gowalla
which are preprocessed in [19]. Specifically, all the information used in our work
includes each user’s chronological check-in sequence and the corresponding dis-
tance sequence, except for the time of check-ins. Following previous works [6, 7,
16], we employ the leave-one-out evaluation. For each user’s check-in sequence,
we treat the last POI as the test data and apply the rest POIs for training.
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Comparison Methods. Our Distance2Pre network is compared with the fol-
lowing methods. (1) BPR [16]: This method refers to the BPR-MF for implicit
feedback. It optimizes the difference of the user’s preferences for positive and
negative items. (2) GRU [2]: RNN is effective for successive POI prediction. We
apply GRU in this work. (3) FPMC-LR [1]: This work is based on first-order
Markov chain and uses neighbors as negative samples. (4) PRME-G [5]: It is a
metric embedding method, and the spatial distance is considered as the weight.
(5) CA-RNN [12]: A novel model incorporates input and transition contexts.
Accordingly, we apply GRU to implement CA-RNN and compute the transition
context by using distance intervals. (6) POI2Vec [4]: A binary tree is used to
cluster the nearby POIs into the same region. Moreover, a POI is assigned to
multiple regions in this model to strengthen the spatial influences of POIs. As
our proposed network has a linear fusion and a non-linear fusion, it has two
variants: Distance2Pre (Linear) and Distance2Pre (Non-Linear).

Evaluation Metrics. The top-k metrics are popular for POI prediction [1, 4,
5, 11, 20]. In this work, we apply metrics called Recall and F1-score. Values of
metrics in our work are all expressed as percentages. During the test, each user’s
training sequence (x1

p, ...,x
n
p ) is recomputed by using GRU to obtain hn and

sn. Then, hn is applied to acquire user’s sequential preferences for all items X.
Meanwhile, all distances between xni and each item in X are calculated because
we do not know any information about the test set. These distances are fixed
in each epoch and converted to spatial preferences for X by using sn. Then,
we obtain each user’s final preferences for all items and recommend top-k items
with the highest preference.

Additionally, parameters Θ are initialized to the same range, e.g., uniform
distribution [−0.5, 0.5]. The learning rate, regularization λΘ and the dimension
are set as 0.01, 0.001 and 20 for all methods. Weight wd is initialized by a positive
value 1.0 and is also updated by SGD. Details of wd are illustrated in Figure 4.
The code is written by using Theano and is available on GitHub 3.

4.2 Performance Comparison

Performances of all methods are illustrated in Figure 3. First, we explore base-
lines BPR, GRU, and FPMC-LR. They are comparable but perform differently
on two datasets. FPMC-LR is always better than BPR and proves the effective-
ness of the spatial influence. GRU performs worst among them on Foursquare.
Perhaps because there is more than one behavior at a certain time and we are
unable to know the true order of these multiple check-ins. This disordered prop-
erty in Foursquare hinders the sequential modeling of GRU. Fortunately, GRU
is the best on Gowalla which has the right time order. This meaningful result
indicates that correct sequential modeling is important for POI prediction.

In the following, we compare PRME-G, CA-RNN, POI2Vec with our Dis-
tance2Pre network. First, performances of these four methods are also adversely

3 https://github.com/cuiqiang1990/Distance2Pre
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Fig. 3. Experimental results on two datasets.

affected by the disordered property. Their performance on Foursquare is close
to or even below the performance of BPR, GRU and FPMC-LR, especially CA-
RNN. On the contrary, their performance on Gowalla is obviously better. The
CA-RNN treats distance intervals as transition contexts. Accurately, CA-RNN
acquires a transition matrix for every possible interval. Such a precise model-
ing will result in great improvement as well as great decline, which depends on
whether the order is correct or not. POI2Vec has a comparable performance of
top-5 with our Distance2Pre on both datasets, while it is obviously weaker than
our network on Recall@20 and F1-score@20. Actually, POI2Vec clusters near-
by POIs into the same region, which causes a strong local correlation of POIs.
Therefore, POI2vec is good at recommending a small quantity of POIs.

Overall, our Distance2Pre is optimal on two datasets. Our spatial prefer-
ence is powerful for predicting next POI and robust to disordered property in
Foursquare. We have a visualization of spatial preference in Section 4.5 and find
that people have personalized moving pattern. Such a pattern is a kind of us-
er interest which is regular and does not change dramatically. Therefore, our
Distance2Pre can still get good performance on Foursquare.

4.3 Settings of Max Distance MD and Distance Interval δd

In this part, we explore the effect of max distance MD(km) and distance interval
δd(km) on the spatial preference s in Eq. (5). The MD and δd reflect the range
and granularity of s. Results are in Table 1.
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Table 1. Performance evaluated by Recall@10 with varying max distance MD (km)
and distance interval δd (km).

method Distance2Pre (Linear) Distance2Pre (Non-Linear)

evaluation
Recall@10 F1-score@10 Recall@10 F1-score@10

δd 0.10 0.15 0.20 0.10 0.15 0.20 0.10 0.15 0.20 0.10 0.15 0.20

Foursquare MD

2.5 18.23 18.53 18.44 3.31 3.37 3.35 19.86 19.74 19.26 3.61 3.59 3.50
5 19.13 18.92 18.48 3.48 3.44 3.36 19.13 19.96 19.39 3.47 3.63 3.53

10 18.70 18.57 18.48 3.40 3.38 3.36 19.57 19.65 19.70 3.56 3.57 3.58

δd 0.10 0.20 0.30 0.10 0.20 0.30 0.10 0.20 0.30 0.10 0.20 0.30

Gowalla MD

10 19.23 19.23 19.01 3.50 3.50 3.46 16.79 20.71 16.06 3.05 3.77 2.92
20 19.33 19.44 19.04 3.51 3.53 3.46 20.89 19.57 19.77 3.80 3.56 3.59
40 19.15 19.33 19.14 3.48 3.51 3.48 19.96 20.28 20.28 3.63 3.69 3.69

Table 2. Performance of our proposed Distance2Pre network on two datasets.

method Distance2Pre (Linear) Distance2Pre (Non-Linear)

evaluation
Recall@ F1-score@ Recall@ F1-score@

5 10 15 20 5 10 15 20 5 10 15 20 5 10 15 20

Foursquare 14.55 19.13 22.21 24.50 4.85 3.48 2.78 2.33 14.55 19.96 22.90 25.24 4.85 3.63 2.86 2.40

Gowalla 14.59 19.44 22.57 24.82 4.86 3.53 2.82 2.36 15.37 20.89 24.79 27.21 5.12 3.80 3.10 2.59

The proper MD and δd are chosen based on all the distances between suc-
cessive POIs in user sequences. The distribution of distances is different on t-
wo datasets. For example, MD = 20km covers 97.6% and 79.9% distances on
Foursquare and Gowalla respectively. Gowalla has a greater proportion of large
distance. Finally, we set MD = [2.5, 5, 10], δd = [0.10, 0.15, 0.20] for Foursquare
and MD = [10, 20, 40], δd = [0.10, 0.20, 0.30] for Gowalla. Obviously, MD =
5, δd = 0.10 and MD = 5, δd = 0.15 are best for our linear fusion and non-linear
fusion on Foursquare. MD = 20, δd = 0.20 and MD = 20, δd = 0.10 are the best
on Gowalla. We can see that if a dataset covers more larger distances, setting
larger MD, δd may be more suitable. The comparison between linear fusion and
non-linear fusion is discussed in the next subsection.

4.4 Linear Fusion vs. Non-Linear Fusion

In this subsection, we investigate the linear fusion and non-linear fusion by anal-
ysis values in Tables 1 and 2 and Figure 4. Assuredly, non-linear fusion is more
powerful to handle two different preferences.

The performance is higher under non-linear fusion. In Table 1, there is a big
difference in values between linear fusion and non-linear fusion on both datasets.
Most values under non-linear fusion are obviously larger than those under linear
fusion. Moreover, many values of Recall@10 are one percentage point higher than
corresponding values in the left half of the table. By using best parameters,
the performance of our two Distance2Pre networks is shown in Table 2. It is
interesting that the difference between the two kinds of fusions on Gowalla is
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Fig. 4. Changes of weight wd in Eq. (6) from epoch 1 to epoch 100.

greater than that on Foursquare. Perhaps non-linearity is more powerful to deal
with more complex situations as Gowalla has much more data than Foursquare.

Illustrated in Figure 4, we analysis changes of weight wd. This parameter is
also updated by SGD and we preserve the value of wd after each epoch. (1) On
both datasets, wd changes from a large value to a smaller one. Because search
space of sequential preference is much bigger than that of spatial preference, it
is not easy to obtain a good representation of sequential preference and spa-
tial preference plays a major role in the beginning. During the later period of
training, the effect of sequential preference gradually appears and wd eventual-
ly stabilizes near a certain value, 1.1 and 2.1 on two datasets respectively. (2)
Gowalla’s curve is steeper than Foursquare’s because the search space of sequen-
tial preference on Gowalla is obviously larger. (3) Both curves are concussion
drops, not smooth ones. The relationship between the two preferences is actual-
ly complicated. We do not know which preference will play a bigger role when
choosing the next POI. Therefore, when modeling each pair of two preferences,
non-linear fusion tends to be a better fit rather than linear fusion.

4.5 Visualization of Spatial Preference

We make visualization to study different spatial preferences on Foursquare. At
the end of each user’s training sequence, we compute each user’s spatial prefer-
ence sn for the test set. We choose Distance2Pre (Non-Linear) as the sample.
Because we have MD = 5km, δd = 0.15km in this network, each sn is a 34-
dimensional vector and the horizontal axis length is 34. First, we convert vector
sn by softmax to cause the sum of it to be 1. Then, based on all spatial prefer-
ences, we obtain 10 clusters by the k-means method. Multiple vectors of spatial
preferences within one cluster are reduced to one vector by averaging. We il-
lustrate three representative clusters cluster-[3, 4, 9] in Figure 5(a). In order
to distinguish three curves, horizontal axis uses log coordinate in Figure 5(a).
Besides, we select a user from each cluster to show its own spatial preference in
Figure 5(b) and draw his historical POIs in Figure 5(c).

Different groups of people may have different moving patterns. Cluster-3 has
large probabilities for small intervals and the probability reduces rapidly with
the increase of interval. This pattern is likely to be around a point. User-688
may be a retired people and his POIs are almost around the center of Singapore.
In cluster-4, there are two crests. Probabilities on large intervals are also almost
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Fig. 5. Visualization of spatial preference on the test set. Figure (a) shows three rep-
resentative clusters. Figure (b) are three users’ spatial preferences sequentially chosen
from each cluster. Figure (c) are three users’ historical POIs. Each straight line links
two successive POIs and each node is a POI located by its longitude and latitude.

zero. Such POIs of a user are mainly distributed around two points. POIs of user-
1591 focus on the Nanyang Technological University and the center of Singapore.
She might be a student. Cluster-9 is obviously different from cluster-3/4 because
it has probabilities for many large intervals. These users may often need to go
to different places for business. User-1537 prefers the center of Singapore but
he also goes everywhere. By clustering, we find that patterns of movement are
personalized. By looking at users one by one, the learned spatial preference in
our network can effectively reflect the distribution of user’s historical POIs.

5 Conclusion

In this work, we have proposed a Distance2Pre network for the next POI predic-
tion. It can mine spatial preference to model the correlation of the user-distance.
Besides, we propose two preference encoders which are a linear fusion and a non-
linear fusion. Both encoders can capture the relationship between two preferences
and the non-linear fusion is better. Experiments demonstrate the effectiveness of
our network. In the future, we will incorporate more information, like the time
of check-ins and time interval.
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